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Topic Model Tutorial  

ÅContent is from: 

ÅSteyvers & Griffiths 2006 paper 

ÅBlei ICML 2012 Tutorial 

LDA 



Topic Models ï Popularity is great 

ÅAll the right cliques: 

ÅDirected graphical models 

ÅConjugate priors and nonconjugate priors 

ÅTime series modeling 

ÅModeling with graphs 

ÅHierarchical Bayesian methods 

ÅApproximate posterior inference (MCMC, variational methods) 

ÅExploratory and descriptive data analysis 

ÅModel selection and Bayesian nonparametric methods 

ÅMixed membership models 

ÅPrediction from sparse and noisy inputs 

LDA 



Data/Discovery Process 

LDA 



How to Get the ñLatentò? 

ÅGraphical Models ~ Matrix Decomp ~ Tensor Decomp 

LDA 



Intuition: Documents are made of Topics 

ÅEvery document is a mixture of topics 

ÅEvery topic is a distribution over words 

ÅEvery word is a draw from a topic 

LDA 



Circles & Boxes  

ÅObserve: N words over D documents  

 

 

ÅInfer: 

ÅPer-word topic assignment 

ÅPer-doc topic proportion 

ÅCorpus topic distribution 

 

 

ÅDirichlet Priors Give: 

ÅSparsity 

ÅExclusivity 

LDA 



LDA ï Latent Dirichlet Allocation 

ÅWe observe words, we infer everything else, with our assumed structure 

LDA 



ñDirich-letò It On Too Thick? 

ÅWhat are      &    ? 

ÅEach hyperparameter is a prior ñobservation countò: 

Å     is the number of times a topic is sampled in a document before 

having observed anything from the document. 

Å     is the number of times words are sampled from a topic before any 

words are observed from the corpus.  

LDA 



Why Do We Need Inference? 

ÅWant the posterior distribution p(z|w) - assignment of word to topics 

ÅWe could estimate      ,     using EM, or marginalize out with approx. inf. 

 

 

 

 

 

 

 

ÅMany Approximate Methods 

ÅSampling ïrandomly resample a specific tagging for each word, given 

specific taggings of all other words, and a specific value for ɗ. 

ÅVariational Inference - deterministically update the distribution over 

taggings for each word, given distributions over the taggings for other 

words and a distribution over ɗ. 

LDA 



Agenda 

ÅTechniques 
ÅTopic Models (LDA) 

 

ÅGaussian Processes (GP) 

 

ÅApplications 
ÅKDD 2014 - Unfolding Physiological State: Mortality Modeling in 

Intensive Care Units 

 

ÅAAAI 2015 - A Multivariate Timeseries Modeling Approach to Severity 

of Illness Assessment and Forecasting in ICU with Sparse, 

Heterogeneous Clinical Data 

 



GP Tutorial 

ÅContent is from: 

ÅPhillip Henning MLSS 2013 Tutorial 

ÅMurphyôs Machine Learning Book (and code!) 

GPs 



GPs? 

ÅGPs define a prior over functions, which can be converted into a posterior 

over functions once weôve seen some data.  

 

ÅAssumes p(f(x1), é f(xn)) is jointly Gaussian, with some mean and 

covariance given by 

 

ÅComputation is O(N3). 

 

ÅGPs can be thought of as a Bayesian alternative to sparser/faster kernel 

methods (SVM), with probabilistic outputs.  

GPs 



Multivariate Gaussian 

GPs 



Why do we like them? 

ÅClosure under multiplication 

ÅClosure under linear maps 

ÅClosure under marginalization 

 

ÅClosure under conditioning 

GPs 



What can we do? 

GPs 



Linear Regression 

Prior over linear 

functions 

Posterior over 

linear functions 

GPs 



Is this hard?? 

GPs 



More realistic data 

GPs 



Cubic Regression 

Prior 

Posterior 

GPs 



Not any harder. 

F = 4 

GPs 



Septic Regression 

Prior 

Posterior 

GPs 



Fourier Regression 

Prior 

Posterior 

GPs 



Step Regression 

Prior 

Posterior 

GPs 


